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1 Version History

Release Date Version Comments

April, 2015 V1.0.0.0 Initial Release

2 Introduction
It is common to have multiple OpsMgr management groups in large organizations. When designing

distributed application or creating custom dashboards, one of the limitations is that OpsMgr users
can only select monitoring objects within the local management group to be a part of the Health
Model. This becomes an issue when users want to design a Distributed Application or dashboard
that include components monitored by different OpsMgr management groups.

The OpsMgr Health Synchronization Library management pack is designed to provide a workaround
to this limitation. This management pack provides a template that enables OpsMgr users to create
monitoring objects named “Health State Watcher” hosted by All Management Servers Resource
Pool. Health State Watcher objects have monitors configured to query health state of monitoring
objects located in a remote management group using OpsMgr SDK.
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As shown in the diagram above, an instance of Health State Watcher can be created for each
monitoring object of user’s choice from a remote management group. Each Health State Watcher
object will periodically update its own health state based on the health state of the remote
monitoring object it is watching for (every 5 minutes by default). As shown above, the Health State
Watcher can query health state of any monitoring objects from remote management group (i.e. a
Windows Computer object, a Distributed Application or any other types monitoring objects).

This management pack provides 4 unit monitors to the Health State Watcher class. They are used to
guery the health state of the Availability, Configuration, Performance and Security aggregate
monitors of the remote monitoring object respectively.
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Once the Health State Watcher objects are created and correctly configured, it can be used to

display the health state of the remote monitoring object in a dashboard or distributed application
hosted by the local management group.

3 Pre-requisites
e Since the Health State Watcher objects are hosted by All Management Servers Resource
Pool, the local management group must be at least OpsMgr 2012.

Note: The author has only tested this management pack in OpsMgr 2012 R2 environments.

e All scripts used in the management pack are written in PowerShell, therefore, PowerShell
execution policy needs to be configured to allow scripts execution on all management
servers in the local management group.

e Management servers in the local management group use OpsMgr SDK to retrieve health
state information from the remote management group. Therefore the local management
servers must be able to communicate to management servers in the remote management
group via TCP port 5723 and 5724.

e The local and remote management groups must be located within the same AD forest or
trusted AD forests.

Note: The local management servers use a designated Windows Run-As account to connect
to the remote management group. Although the discovery and monitor workflows are not
executed under the Run-As account, any Run-As accounts distributed to a system within
OpsMgr must have logon locally rights to the target system. This means the Run-As account
not only need to have at least be a member of OpsMgr Operators role in the remote
management group, it also need to have logon locally rights to all local management servers.
Therefore, the local and remote management groups must be located in trusted AD security
boundaries.
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4 Configurations

4.1 Overview

This management pack provides a management template for OpsMgr users to create the Health
State Watcher instances from the OpsMgr operations console.

File Edit View Go Tasks Tools Help
:‘ Search™ _ » Add Monitoring Wizard

Authoring
4 |2 Authoring

4|2~ Management Pack Templates

I % Cross Management Group Health State Monitoring I

d Windows Service
#% Distributed Applications
& Groups

4.2 Detailed Configuration Steps
The following information must be provided when creating an instance using the management pack
template:

e Display Name

e Description (Optional)

e Unsealed Management Pack (where the MP elements will be saved)

e One of the management servers from the remote management group

e Monitoring Object ID of the monitoring object from the remote management group
e Run-As account for SDK connection to the remote management group

Please follow the steps listed below to create a template instance.

1. Click the “Add Monitoring Wizard” from the Authoring pane under “Management Pack
Template”
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File Edit View Go Tasks Tools Help
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Ready.

2. Choose “Cross Management Group Health State Monitoring” from the list

E Select Monitoring Type

Monitoring Type
General Properties

Select the monitoring type
Parameters Configuration

Summary

|®2§ Cross Managemert Group Hea

Description:
This template allows the health state of a monitoring object located in another OpsMgr group to be.

[ <Previous | [ Nett> || Create |[ Cancel |

3. In General Property page, enter the display name, description and select an unsealed MP
from the drop-down list:



Menitoring Type
General Properties
Parameters Configuration

Summary

Enter a friendly name and description

Name:

|C10ud Domain Controller Health State

Description:
Synec Azure Cloud DC TYANGAZUREADOT health Z
v
Management pack
Select destination management pack:
Health State Sync Test v| [ New.
<Previous | | Net> || Creae |[ Cancel
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4. Inthe Parameter Configuration Page, enter the following information:

E Monitoring Object Health State Sync Configuration

Maonitoring Type

General Properties

Parameters Configuration Management Server: |TYJ“\NGOMMSD1 com tyang.org |

Source Instance 1D: |857cd 1 7b-24a6-9788- 20020 127aede 039 |

OpsMgr SDK Run As: [OM Heafth Sync Run As Accourt] v

ConsuITing
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[ <Pevious | [ Net> || create

| [ cancel

e Management server from the remote management group

e Source Instance ID (monitoring object ID) of the monitoring object from the remote

management group

Note: there are multiple ways to find the monitoring object ID in OpsMgr. Please

refer to this article for possible ways to locate the ID:

http://blog.tyang.org/2015/03/11/various-ways-to-find-the-id-of-a-monitoring-

object-in-opsmgr/

e Select the Run-As account that was created prior to running this wizard.

Note: The Run-As account must meet the following requirements:

i. It must have at least Operator access in the remote management group

ii. it must be distributed to all management servers


http://blog.tyang.org/2015/03/11/various-ways-to-find-the-id-of-a-monitoring-object-in-opsmgr/
http://blog.tyang.org/2015/03/11/various-ways-to-find-the-id-of-a-monitoring-object-in-opsmgr/
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General Properties | Credentials | Distibution |

Distribution

() Less secure - | want the
computers

Selected computers:

ame ame
OPSMGRMS02 corp tyang.ong Health Service
DPSMGRMSOT corp tyang.ong Health Service

tobe y to all

Caution: Administrators of all recipient computers will be able to access the Run
As account credentials.

(O] Mon?seule-Immnmﬂlysdectﬂ'emnmmuﬁch‘hecmdenﬁdswillbe

distributed

Where is this credential used?

£ Add... /< Remove

[ ox ] [ Caneel ||

Apply |

iii. It must have logon locally access on all management servers. — This is a
general requirement for all Windows Run-As accounts in OpsMgr. Although
it will never be used to logon locally on the management servers, without
this right, the workflows that are using this Run-As account will not work.

5. Confirm all information is correct in the Summary page, and click on “Create”.

L3

“ Summary

Monitoring Type

Generzl Properties

Parameters Configuration

Summary

@ Help
Confirm setlings:

Property MName Value
Name Cloud Domain Controller Health State
Description Sync Azure Cloud DC TYANGAZUREADD heatth
Management Pack  Health State Sync Test
Management Server  TYANGOMMS01.corp tyang.org
Source Instance ID 857cd17b-24a6-5788-2c02-0127zede 0c 55
Run As Account 0OM Health Sync Run As Account

<Pevious || Ned: || Ceae || Cancel |
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6. After few minutes, the health state of the Health State Watcher instance should be
synchronized from the remote monitoring object:
Overall state:

File Edit View Go Tasks Tools Help
[ Jsewh . fscone o .
Monitoring < Discovered Inventory (Cross Management Group Health State Watcher: Cloud Domain Controller Health State) (1) > Tasks
4 B Moritoring | Q Looktor | FindNow  Clear ®
Active Alerts _| State ~ (P Name Path Display Mame  Health State W... S i actions ~» B
Active Senice Alerts | critica Cloud Domain Controller Health ... Cloud Domain .. 24bfc313d32a4...
EI All Services Dashboard =~ Change Target Type...
Closed Alerts W Start Maintenance Mode...
Biscoxered ipentony 8 Edit Maintenance Mode Settings|
Distributed Applications b
8. Stop Maintenznce Mode
Live Maps.
@] Maintenance Mode Scheduler Navigation ~
S, Task status.
UNIX/Linux Computers =] mert view
Windows Computers =] Diagram View =
1> L Agentless Exception Moritoring [<] 1] [>] [E2] Event View
1 [ Alert Update Connector “| Detail View v 5 performance View
< n 2] state View
Cross Management Group Health State Watcher: Cloud Domain Controller Health State properties of Cloud ~
ST Domain Controlie Health State Frees 5] Metwork (Virtua) Vicinty Dashb
New View » = -
Display Mame Cloud Domain Controller Health State Network Vicinity Dashboard
Full Path Name Cloud Domain Controller Health State Object State Dashboara
!l Menitoring ‘ Health State Watcher ID 24bfc313d32a4094933191e754a1f2d2.857 cd17b-2436-3788-2c02-
b127aede0cs9 Report Tasks o
2 Authoring Source Management Group port fa =
Source Management Server tyangomms01.corp.tyang.org 8 Agent Counts by Date, Managen
B Reporting Source Monitoring Class Name 18 AetLoggi
m o Source Monitoring Object Display Name  Alert Logaing Latency
@ DT Source Monitoring Object ID 857¢d17b-2426-9785-2c02-b127aede0c08 B2 Aerts
m My Workspace 18 Awilabiity
. I8 configuration Changes
35| Data Valuma
Ready

Health Explorer:

(/) Reset Health ) Recalculate Health “F Filter Monitors (i Refresh [ Properties (@) Help || % Overrides ~
Health monitors for Cloud Domain Controller Health State
4 (3 Entity Health -Cloud Domain Controller Health State (Object) Knowledge | State Change Events [2) |

4 3 Availability - Claud Damain Cantroller Health State [Objech
(€9 synchronized Availability Health State - Cloud Domain Controller Health State (Cross Manag. — Summary

4 (3) Configuratian - Cloud Domain Contraller Health State (Object This manitor is the rollup manitor for all ather monitars running against this
(@) synchronized Canfiguration Health State - Cloud Domain Controller HealthState (Cross Maf  @PJect: If the state s unknown, efther monitoring has not begun for this objact or

there are nc monitors defined.
4 () Performance - Cloud Domain Controller Health State (Chject)

Causes
An unhealthy state for this monitor indicates some problem with another monitor
running against this object. View all current alerts frem this object using this linkc

@ Synchronized Performance Health State - Cloud DomainController Health State (Cross Man)
4 () Security - Cloud Domain Controller Health State (Object)
() Synchronized Security Health State - Cloud Domain Controller Health State (Cross Managen

View Aleris

Resolutions

Use the health explorer te drill down and find the cause of the unhealthy state.
Use the knowledge on the specific monitor causing the issue to troubleshoot and
fix the problem.

Source monitoring object (from remote MG):
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Health monitors for TYANGAZUREADO1.corp.tyang.org

* () Reset Health = Recalculate Health F Filter Monitors (i Refresh [ Properties (@) Help

|| & Overrides - |

4 [@ Entity Health - TYANGAZUREADO1.corp tyang.org (Object)

J

3 9 Availability - TYANGAZUREADO1.corp tyang.org (Objed)

I @ Configuration - TYANGAZUREADO1.corp.tyang.org (Object)
I+ (¢) Performance - TYANGAZUREADOT corpiyang arg (Object)
1> () Security - TYANGAZUREADO1.corp.tyang.org (Object)

Knowledge | State Change Events (4 |

Summary

This monitor is the rollup monitor for all other monitors running against this object. If the state is
unknown, either manitaring has not begun for this abject or there are no monitars defined.

Causes

An unhealthy state for this monitor indicates some problem with another monitor running against this
object. View all current alerts from this object using this link:

View Alerts

Resolutions

Use the health explorer to drill down and find the cause of the unhealthy state, Use the knowledge
on the specific monitor causing the issue to troubleshoot and fix the problem.

5 Sample Distributed Application

The diagram below demonstrates how to utilize the health state watcher in a Distributed Application:

File Edit View Go Tasks Tools Help

I lseach _ il m O | & S 0% © = & # Lajoutdiecion™ Fiterbyhesth ™ Layers™ [= | B _ P,
Diagram View <
TYANG AD. =)

l

=
’@ E
=~
Domain §
Controller... o
K E '
ADO1. curpt [#] ADO2. curpl [#] Cloud
yang.org yang.org Domain C.. L
v
< >
Detail View v
Ready d

In the demo environment, the 2 domain controllers (ADO1 and ADO2) are being monitored by a
management group located in the On-Prem network. There is another domain controller located in
Microsoft Azure laa$, and it is being monitored by a separate management group in Azure. A Health
State Watcher object was created previously to synchronize the health state of the Azure DC
Windows computer health.

10
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6 Sample Dashboards Using SquaredUp

More =~ Domain Controller Health &
Domain Controller Locations On Prem Domain Controllers

m ADO1.corp.tyang.org

m ADO2.corp.tyang.org

Cloud Domain Controllers

m Cloud Domain Controfier Heaith State

ADO2.cory

ADOMeorp.t.

Py

As shown above, on the left section, the Health State Watcher object for the Azure based domain
controller is pinned on the correct location of a World Map dashboard. The health state of individual
domain controllers are also listed on the right.

7 Troubleshooting

The PowerShell scripts used in this management pack log various events to the Operations Manager
event log of the active node of the All Management Servers Resource Pool during the execution. The
events IDs are ranged from 2000 to 2006.

Event ID 2000 (Start Health State Watcher properties discovery):

Event 2000, Health Service Script x

General | Details

MenitoringObject.Watcher.Discovery Probe.ps] : Start discovery for the Cross Management Group
Health State Watcher for monitoring object 1D 857cd17b-2426-9788-2c02-b1272ede0c9, from
OpsMgr Management Server tyangormms01.corp.tyang.org. This script is running under user
account"CORPY! i

Log Mame: Operations Manager

Source: Health Service Script Logged: 8/04,/2015 9:47:10 AM

Event ID: 2000 Task Category: Mone

Level: Information Keywords: Classic

User: N/A Computer: OPSMGRMS02.corp.tyang.org
OpCode:

More Information:  Event Log Online Help

11
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Event ID 2001 (Run-As account used in the property discovery):

Event 2001, Health Service Script x

General | Detaijls

MeonitoringObject. Watcher.Discovery.Probe.ps1 : SDK connection User: CORPAS

Log Name: Operations Manager

Source: Health Service Script Logged: 8/04/2015 9:47:10 AM

Event ID: 2001 Task Category: Mone

Level: Information Keywords: Classic

User: N/A Computer: OPSMGRMS02.corp.tyang.org
OpCode:

More Information:  Event Log Online Help

Event ID 2002 (Health State Watcher property discovery):

Event 2002, Health Service Script x

General | Details

MenitoringObject.Watcher.Discovery.Prebe.ps1 : Additional preperties for the Cross Management
Group Health State Watcher discovered for menitering object TYANGAZUREADO .corp.tyang.org,
ID: 857cd17b-24a6-9788-2c02-b127aede0c99 located in management group TYANGCLOUD.

Log Name: Operations Manager

Source: Health Service Script Legged: 17/04/2015 11:11:44 PM
Event ID: 2002 Task Category: Mone

Level: Infermation Keywords: Classic

User: N/A Computer: OPSMGRMS01.corp.tyang.org
OpCode:

Meore Information:  Event Log Online Help

Event ID 2003 (Unable to locate monitoring object from the remote MG):

Event 2003, Health Service Script x

General | Details

MeonitoringObject.Watcher.Discovery.Probe.ps1 : Unable to locate the monitoring object with D
8537cd17b-24a6-9788-2c02-b127aede0000 from management group TYANGCLOUD (via
management server tyangomms01.corp.tyang.org).

Log Name: Operations Manager

Source: Health Service Script Logged: 17/04/2015 10:22:47 PM

Event ID: 2003 Task Category: Mone

Level: Error Keywords: Classic

User: N/A Computer: OPSMGRMS02.corp.tyang.org
OpCode:

Meore Information:  Event Log Online Help

12
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Event ID 2004 (Start probing health state of the remote monitoring object):

Event 2004, Health Service Script x

General | Details

Health.5tate.Probe.ps1 : The OpsMgr Health State Sync Watcher 'Cloud Demain Controller Health
State' is checking the health state of the monitoring object with D: 857cd17b-24a6-9738-2c02-
b127aedelcf? from OpsMgr Management Server tyangomms01.corp.tyang.org.

Log Mame: Operations Manager

Source: Health Service Script Logged: 17/04/2015 10:16:25 PM
Event ID: 2004 Task Categony: Mone

Level: Informaticn Keywords: Classic

User: M/A Computer: OPSMGRMS02.corp.tyang.org
OpCode:

More Information:  Event Log Online Help

Event ID 2005 (Run-As account used in the unit monitors):

Event 2003, Health Service Script x

General | Details

Health.State.Probe.ps1 : SDK connection User: CORP\SVC_OMHealthSync

Log Mame: Operations Manager

Source: Health Service Script Logged: 17/04/2015 10:16:25 PM
Event ID: 2005 Task Category: Nene

Level: Infermation Keywords: Classic

User: MN/A Computer: OPSMGRMS02.corp.tyang.org
OpCode:

More Information:  Event Leg Online Help

Event ID 2006 (Unit monitors failed to connect to remote MG):

Event 2006, Health Service Script x

General | Details

Health,State.Probe.ps1 : OpsMgr Health State Sync Watcher 'Cloud Domain Controller Health
State' failed to connect to remote OpsMgr management group via management server
"tyangomms1.corp.tyang.org”, Error: "The user CORPY does not have sufficient
permission to perform the cperation.”

Log Mame: Operations Manager

Source: Health Service Script Logged: 12/04/2015 5:1%:38 PM

Event ID: 2006 Task Category: Mone

Level: Error Keywords: Classic

User: N/A Computer: OPSMGRMS02.corp.tyang.org
OpCode:

More Information: Event L og Online Help




